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Abstract

For a prime p, a restricted arithmetic progression in Fn
p is a triplet of vectors x, x + a, x + 2a in

which the common difference a is a non-zero element from {0, 1, 2}n. What is the size of the largest
A ⊆ Fn

p that is free of restricted arithmetic progressions? We show that the density of any such set
is at most C

(log log logn)c , where c, C > 0 depend only on p, giving the first reasonable bounds for the
density of such sets. Previously, the best known bound wasO(1/ log∗ n), which follows from the density
Hales-Jewett theorem.

1 Introduction

Roth’s theorem [18] is one of the cornerstones of extremal combinatorics, asserting that a set of integers
A ⊆ [n] that does not contain an arithmetic progression of size 3, namely a triplet of the form x, x+a, x+2a,
must have density which vanishes with n; in particular, Roth showed that |A| 6 O

(
n

log logn

)
. Much effort

has gone into improving upon this result quantitatively (that is, showing that such set A must be in fact
much smaller than what was proved by Roth), extending it to longer length progressions, as well as proving
variants of it in different settings. Currently, it is known [11] that such set of integers A may be of size at
most e−(logn)cn for an absolute constant c > 0. As for longer progressions, Szemerédi’s theorem [19] is
a well known (and very impactful) generalization of this result to arbitrarily long arithmetic progressions,
showing that for every k there is a vanishing function αk : N → (0, 1) such that a set of integers A ⊆ [n]
with no arithmetic progressions of length k has size at most αk(n)n. The quantitative bound established by
Szemerédi’s proof is quite weak, and a reasonable one was only proved later on by Gowers’ [7] in his highly
influential work introducing uniformity norms. Other variants of this problem that received considerable
attention replace the set of integers by a different set (say primes [9] or finite fields [12]), or further restricting
the common difference of the progression to be from a specific set [17, 15].

One may ask similar questions in the finite field model. Indeed, following Roth’s theorem, Meshulam
has shown [12] that a subsetA ⊆ Fnp with no arithmetic progression may have size which is at mostO

(
pn√
n

)
.

Like Roth, Meshulam’s argument is Fourier analytic and proceeds by a density increment argument, in
which he shows that a set A which is free of arithmetic progressions of size 3 must have considerably larger
density inside some hyperplane. Until recently, the quantitative bounds achieved in this finite field model
and in the integer model have been progressing at roughly the same rate. Somewhat surprisingly, it turns out
that significantly stronger bounds can be proved in the finite field model using the polynomial method [6].
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Specifically, it is now known that for all primes p ∈ N there is ε > 0 such that a set A ⊆ Fnp with no
arithmetic progressions of length 3 can have size at most (p− ε)n.

The primary topic of this paper is a variant of Roth’s theorem in the finite field model, in which the
common difference is restricted to be from a specific set. Along these lines, the most restrictive common
difference type one can think of is for a triplet of the form x, x+a, x+2awhere x ∈ Fnp and a ∈ {0, 1}n\{~0}.
This question has been asked by Hązła, Holenstein and Mossel [10] (in the “counting version” asking if a
set A of density α > 0 must contain at least β(α) > 0 fraction of the restricted 3-AP’s), and highlighted by
Green [8] who also asked for effective bounds for the size of A not containing any such restricted 3-APs.

This paper studies a similar question, wherein the common difference is a bit less restricted, and is
allowed to be from a ∈ {0, 1, 2}n \ {~0}. Previously, for p > 3 the best known quantitative bounds on the
measure of a restricted 3-AP set A are quite poor and stand at µ(A) 6 O(1/ log∗(n)) (which follow from
the density Hales-Jewett theorem [16]).

While the main result of this paper is purely in additive combinatorics, the authors view the result, as
well as the techniques as a part of their study of the approximability of satisfiable constraint satisfaction
problems [1, 2, 3, 4, 5].

1.1 Main Result

Our main result is the following theorem:

Theorem 1.1. For all primes p there are c > 0 and C > 0 such that if A ⊆ Fnp is a restricted 3-AP free set,
then µ(A) 6 C

(log log logn)c .

Remark 1.2. A few remarks are in order.

1. It is quite possible that a refinement of our techniques may lead to better bounds, however as in all
density increment argument it seems that our methods will not be able to achieve bounds better than
O
(
1/(log(n))C

)
for a large absolute constant C > 0. As far as we know, it is consistent with the

current state of knowledge that any restricted 3-AP free set may have size at most (p − ε)n, where
ε = ε(p) > 0.

2. The reason we are only able to deal with common differences from {0, 1, 2}n \ {~0} (as opposed to
{0, 1}n \ {~0}) is quite technical at nature. It has to do with the strength of a certain stability result
we use, and it may be the case that stronger stability results exists that will allow arguments along the
lines of the current paper to handle the more restricted common differences in {0, 1}n \ {~0}.

1.2 Our Techniques

In this section, we give a high level overview of our techniques. We begin by introducing the main “inverse
type” theorem that we use in our proof that comes from the theoretical computer science community, and
then explain how to apply it in our setting (as well as the challenges entailed in it).

1.2.1 The CSP Stability Result

Our approach is motivated by a recent stability theorem by the authors [4], which was motivated by the
theoretical computer science perspective — the study of the complexity of satisfiable constraint satisfaction
problems. Here, we elaborate on that result without explaining that motivation, and refer the reader to [1, 2,
3, 4] for a more thorough discussion on that.
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Suppose that Σ,Γ and Φ are finite alphabets, and let µ be a distribution over Σ × Γ × Φ in which
the probability of each atom is at least Ω(1). What functions f : Σn → [−1, 1], g : Γn → [−1, 1] and
h : Φn → [−1, 1] can satisfy that ∣∣∣∣∣ E

(x,y,z)∼µ⊗n
[f(x)g(y)h(z)]

∣∣∣∣∣ > ε, (1)

where ε > 0 is thought of as a small constant, and n as going to infinity? If f, g and h are low-degree
functions, then is may certainly be the case; for example, if all of the alphabets are the same, and µ has 1−δ
of its mass on points of the form (x, x, x), then for functions that have most of their mass on degrees lower
than 1/δ, the above expectation is essentially Ex[f(x)g(x)h(x)], and this can certainly be large in absolute
value. In [1], the authors propose that, in a sense, besides low-degree functions, the only other case in which
the above expectation may be large is the case that the support of µ admits a non-trivial Abelian embedding:

Definition 1.3. We say a set P ⊆ Σ×Γ×Φ can be Abelianly embedded if there is an Abelian group (H,+)
and 3-maps σ : Σ→ H , γ : Γ→ H and φ : Φ→ H such that σ(x) +γ(y) +φ(z) = 0 for all (x, y, z) ∈ P .
We say an embedding σ, γ, φ is non-trivial if at least one of these maps is not constant.

We say µ can be Abelianly embedded if supp(µ) can be Abelianly embedded.

With this definition, [1] hypothesized that if µ has no non-trivial Abelian embedding, then (1) can hold
only if f, g and h each have a significant weight on the low-degrees. In fact, they hypothesized that such
statement should be true not only for the 3-ary case, but also for the k-ary case for all k ∈ N (where the
definition of no Abelian embedding for P ⊆ Σ1× . . .×Σk is analogous to the above). They established that
this statement is true for k = 3 for a special case of measures µ (via a reduction to a problem in non-Abelian
Fourier analysis), and subsequently in [2] that the statement is true for k = 3 for all µ.

Morally, this indeed says that the only contributions to (1) may come at the presence of Abelian em-
beddings. However, one would have liked to say that even if there are embeddings, to achieve (1) one must
design functions that “use” these embeddings. This was proved in [4], and to state that result we need a
definition.

Definition 1.4. For i, j ∈ {1, 2, 3}, we say that a distribution µ over Σ1 × Σ2 × Σ3 is {i, j}-connected if
the bipartite graph G = (Σi ∪ Σj , E) whose edges are (a, b) ⊆ Σi × Σj if there is v ∈ supp(µ) such that
vi = a and vj = b, is connected. We say µ is pairwise connected if it is {i, j}-connected for all distinct
i, j ∈ {1, 2, 3}.

With this in mind, the result of [4] asserts that if µ is a pairwise connected distribution that doesn’t admit
non-trivial Abelian embeddings into (Z,+), and for which (1) holds, then there is an r depending only on
the alphabet sizes, an Abelian group (H,+) of size at most r, an Abelian embedding (σ, γ, φ) of µ into
(H,+), characters χ1, . . . , χn ∈ Ĥ and a function L : Σn → C of degree at most d and 2-norm at most 1
such that ∣∣∣∣∣ E

x∼µ⊗nx

[
f(x)

n∏
i=1

χi(σ(xi))L(x)

]∣∣∣∣∣ > δ. (2)

Here, d, δ depend only on ε (and with reasonable quantitative bounds). In words, this result asserts that if f
satisfies (1) for some bounded functions g and h, then it must be correlated with a product of an “embedding
product function” and a low-degree function (which is a combination of the only two “obvious” ways (1)
can be achieved). See Theorem 2.6 for a more precise statement.
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1.2.2 Stability for Restricted 3-AP Sets

In this section we explain how to apply the above stability result to prove Theorem 1.1.
Thinking of the distribution µ over Fp × Fp × Fp of (x, x+ a, x+ 2a) where x ∼ Fp and a ∼ {0, 1, 2}

are sampled uniformly, one is tempted to look at the count of restricted 3-AP’s in A ⊆ Fnp , namely

E
(x,y,z)∼µ⊗n

[1A(x)1A(y)1A(z)],

and argue that if A has no restricted 3-AP’s, then only trivial 3-AP’s (those with a = 0) contribute to the
above expectation, hence it is at most 3−n. Thus,

E
(x,y,z)∼µ⊗n

[(1A − µ(A))(x)1A(y)1A(z)] 6 3−n − µ(A) E
(x,y,z)∼µ⊗n

[1A(y)1A(z)],

and as it is natural to expect that E(x,y,z)∼µ⊗n [1A(y)1A(z)] is significant, one gets that the left side above
is large in absolute value. This is now an inequality as (1) for f = 1A − µ(A) and g = h = 1A, and the
stability result above may thus be applied. Hence, f must be correlated with a function as in (2). With any
luck, the only embeddings of µ are the trivial linear embeddings into Fp given as σ(x) = γ(x) = φ(x) = x,
at which point one would morally get that f has a significant Fourier coefficient. As in Roth’s theorem,
there is now hope that one can use this information to reduce the question to the same question but over a
denser set and thus proceed by a density increment argument. There are several issues with this simplistic
description:

1. First, in the stability result (2) one gets a correlation with a product functions times a low-degree
function L, and one cannot simply ignore L. In other words, the information we get is not really
about the Fourier coefficients of f .

2. Second, even if we found a large Fourier coefficient, it is not immediately clear how to actually do
the density increment argument. In Roth/ Meshulam’s theorem one simply passes on to one of the
hyperplanes defined by the large Fourier coefficient on which A is denser. In our situation, as we have
the restriction that a must be from {0, 1, 2}n, we must take that into account when reducing ourselves
to subspaces on which A is denser.

3. Third, in principle there may be non-trivial embeddings of µ.

Nevertheless, we show that a density increment approach is feasible, and address each one of these issues
separately. Below, we give a high level overview of how each one of the above issues is handled.

Addressing the first issue. The first issue is the easiest one to handle, and we do so via random restric-
tions. By that, we mean that we choose a subset I ⊂ [n] randomly by including each coordinate i ∈ [n]

with probability 1/2d, choose y ∼ FIp uniformly and consider the function fI→y : FIp → [−1, 1] defined by
fI→y(z) = f(xI = z, xI = y); here, the point (xI = z, xI = y) is the point in which coordinates of I are
filled according to z, and the rest are filled according to y. It can be shown that with noticeable probability,
if (2) holds then after choosing I and y as above, the function fI→y is correlated with a product function
(which is the restriction of the product function from (2)), and thereby we have eliminated L altogether.
Using such ideas repeatedly, we are able to get rid of low-degree functions L whenever they are present, but
remark that this often comes at the expense of some complications. Henceforth, for the rest of this proof
overview we ignore L in (2), and pretend that this theorem gives us a correlation with a product function

P =
n∏
i=1

(χi ◦ σ)(xi).
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Addressing the second issue. For the second issue (ignoring the third issue for now), we show that one
can indeed go to a subspace (of not too much smaller dimension) in a way that preserves the structure of

restricted 3-AP’s and at the same time increases the density of A. Indeed, write P =
n∏
i=1

(χi ◦ σ)(xi)

and suppose that the functions we multiply amount to characters over Fp, say (χi ◦ σ)(xi) = e
2π
p
αixii

for αi ∈ Fp. Then by the Pigeonhole principle one may find a value α ∈ Fp such that αi = α for at
least n/p of the coordinates i. Let this set of coordinates be denote by I and remove from it up to p − 1
coordinates if necessary so that its size is divisible by p. Hence, we may find at least m = Ω(n) disjoint
sets in I of size exactly p, say I1, . . . , Im, and we take v1, . . . , vm to be their indicator vectors, respectively.
Noting that v1, . . . , vm are linearly independent, we may complete v1, . . . , vm to a basis by adding vectors
u1, . . . , un−m. Define the change of basis map M : Fnp → Fnp as

w = M(x1, . . . , xm, z1, . . . , zn−m) =
m∑
i=1

xivi +
n−m∑
i=1

ziui.

We now consider restrictions of f of the form fz = (f ◦M)[n]\[m]→z . First, note that the set of inputs to fz
corresponds to an affine subspace of dimension m in Fnp (which is just the image of M when the z-variables
are fixed). Also note that these affine subspaces uniformly cover Fnp , in the sense that each point in Fnp
appears in the same number of these affine subspaces. Furthermore, fz is restricted 3-AP free for each z.

Indeed, any non-zero common difference in it translates to a common difference of the form
m∑
i=1

aivi in the

original domain for a1, . . . , am ∈ {0, 1, 2}. Observe that it is a common difference from {0, 1, 2}n for f , as
the supports of the vi’s are disjoint and each one of them is {0, 1}-valued.

Thus, after restricting z, namely, looking at the affine subspace
n−m∑
i=1

ziui + Span(v1, . . . , vm) and the

set Az = f−1
z (1) in it, one gets the same type of restricted 3-AP problem. The point now is that on each one

of these affine subspaces, the value of P is constant depending only on z. Indeed, on an affine subspace the
value of P is

m∏
k=1

∏
i∈supp(vk)

(χi ◦ σ)(wi) =
m∏
k=1

∏
i∈supp(vk)

e
2π
p
α(xk+Hi(z))i =

m∏
k=1

e
2π
p
α|vk|xki

∏
i∈supp(vk)

e
2π
p
αHi(z)i,

which is equal to
∏

i∈supp(vk)

e
2π
p
αHi(z)i as e

2π
p
α|vk|xki = 1 for all k (here we use the fact that the size of the

support of vk is p). Overall, the average of fz over the choice of z is E[f ], and as f is correlated with P
there is variance in the average of fz on these parts. Thus we may find z on which fz has significantly larger
density than that of f . In the main body of the paper, we refer to such changes of basis as “specialized
change of basis”, and to the above operation as “specialized change of basis and restriction of the z-part”.

Addressing the third issue. While the third issue seems to be more complicated than the second issue,
it turns out that it could be resolved using the same idea (but requires a bit more effort). In a sense, in the
above argument we didn’t really use the fact that χi ◦ σ is of any special form; rather, that we could use
the pigeonhole principle so as to find many coordinates i for which this function is the same. At that point
we could “identify” these variables (this is effectively what the basis elements vi do), and make sure that in
total the number of i’s we identify in this way is a multiple of r, these χi ◦ σ trivial to a constant.
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Thus, effectively we are finding a subspace of Fnp on which we can lift restricted 3-AP’s to restricted

3-AP’s in Fnp , and on which the function P (x) =
n∏
i=1

χi ◦ σ(xi) becomes constant. This turns out to be true

so long as we can apply the pigeonhole principle, but a bit more care is needed. Indeed, a closer inspection
of the effect of the specialized change of basis and restricting the z-part, one gets that fz(x) = f(w) where
wi either only depends on z (for i ∈ [n] \ [m]), or else wi = xk +Hi(z) where k ∈ [m] is the unique k such
that i ∈ supp(vk) and Hi(z) is some linear function in z.

The above argument would work if we were able to “ignore” the shift Hi(z). Indeed, if no Hi(z) was
present than a similar calculation to before shows that P is constant on the restrictions of the z-part after a
suitable choice of partition. To see that, we first choose a set I of Ω(n) coordinates i on which the characters
χi are all the same and equal to some χ ∈ Ĥ (this is equivalent to αi = α in the previous argument). We
then partition I into I1, . . . , Im disjoint sets of size |H| each, where m = Ω(n), and take vi to be the vector
supported only on coordinates in Ii. Thus,

m∏
k=1

∏
i∈supp(vk)

(χi◦σ)(wi) =
m∏
k=1

∏
i∈supp(vk)

χ(σ(xk+Hi(z))) =
m∏
k=1

∏
i∈supp(vk)

χ(σ(xk)) =
m∏
k=1

χ(σ(xk))
|vk|,

which is equal to 1 as χ|H| ≡ 1 for all χ ∈ Ĥ .
We show that in expectation, for many k ∈ [m] it holds thatHi(z) = 0 for all i ∈ supp(vk), so we could

focus on these k’s and restrict the rest, thereby effectively ignore the shifts Hi(z).

Combining the above ideas. Our formal proof combines the above ideas together, and we show that one
can find a significant density bump for A after a sequence of restrictions and specialized change of basis
and restriction of the z-part. This facilitates a density increment argument that proceeds iteratively, and
following the argument closely and the quantitative bounds in it, one gets Theorem 1.1.

2 Preliminaries

In this section we present several, mostly standard notions from analysis of Boolean functions. We refer the
reader to [14] for a more systematic presentation.

2.1 The Efron-Stein Decomposition

In this paper, we will often deal with function over finite product spaces, namely f : (Σn, µ⊗n)→ C where
µ is some probability distribution and Σ is a finite alphabet. We think of the space L2(Σn, µ⊗n) as an inner
product space endowed with the standard L2 inner product

〈f, g〉 = E
x∼µ⊗n

[
f(x)g(x)

]
.

For a subset of coordinates S ⊆ [n], a function f is called an S-junta if there is g : ΣS → C such that
f(x) = g(xS) for all x ∈ Σn. We may thus define the linear space V⊆S ⊆ L2(Σn) as the span of all
S-juntas, and then V=S = V⊆S ∩

⋂
T(S V

⊥
⊆T . It can be shown that the spaces V=S are mutually orthogonal,

and subsequently that L2(Σn, µ⊗n) is the direct sum of V=S . This leads to an orthogonal decomposition of
any f ∈ L2(Σn, µ⊗n), which is called Efron-Stein decomposition:
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Fact 2.1. Given f : (Σn, µ⊗n)→ C, there is a unique way to write f =
∑
S⊆[n]

f=S , where f=S is in V=S .

For S = ∅, the corresponding term in the Efron-Stein decomposition is the constant function closest to
f in L2-norm, which is f=∅ = Ex∼µ [f(x)], which we often abbreviate as E[f ].

The degree decomposition of a function is a coarser decomposition which is sometimes more convenient

to work with. For d = 0, . . . , n, we denote f=d =
∑
|S|=d

f=S as well as f6d =
d∑
i=0

f=i. We often refer to

f6d as the “degree d part of f”. Next, we define the level d weights of a function f .

Definition 2.2. Given f : (Σn, µ⊗n)→ C and d ∈ {0, . . . , n}, the weight of f on level exactly d is defined

as W=d[f ] = ‖f=d‖22. The weight of f on level d is defined as W6d[f ] =
d∑
i=0

W=i[f ], which is easily seen

to be equal to ‖f6d‖22.

2.2 Markov Chains

Given a probability space (Σ, µ), we will often consider Markov chains over it whose stationary distribution
is µ. We often denote these by T, and abusing notations we also think of it as an averaging operator from
L2(Σ, µ) to L2(Σ, µ) defined as

Tf(x) = E
y∼Tx

[f(y)].

We say a Markov chain T is connected if the graph, whose vertices are Σ and the edges are (a, b) if there is
a transition from a to b in T, is connected.

Below, we state a few well known properties of Markov chains that we will need; see for example [13].
If T is connected and the probability of each transition is at least q, then λ2(T) 6 1 − Ωq(1). Given a
basic operator T, we often think of its n-fold tensor T⊗n, and once again we also think of it as an averaging
operator on L2(Σn, µ⊗n). In the case that µ is a stationary distribution of T, it is easily shown that the
spaces V=S are invariant under T⊗n, and for each g ∈ V=S it holds that ‖T⊗ng‖2 6 λ2(T)|S|‖g‖2.

The following lemma asserts that if f, g are Boolean functions and f − E[f ] has small weight on the
low levels, then the probability that x ∼ µ⊗n and y ∼ T⊗nx satisfy that f(x) = g(y) = 1 is close to
E[f ]E[g] (which is the probability if x and y were sampled according to µ⊗n independently). In our density
increment argument, this lemma will be a way for us to argue that f − E[f ] has considerable weight on the
low-levels.

Lemma 2.3. Suppose (Σ, µ) is a finite domain and T is a connected Markov chain with stationary dis-
tribution µ, in which the probability of each atom is at least q. Then for all α, β > 0 there is d =
Oq(log(1/αβ)) such that if functions f, g : (Σn, µ⊗n)→ {0, 1} have averages α, β respectively and satisfy
that W6d[f − α] 6 α2β2

100 , then 〈f,T⊗ng〉 > 4
5αβ.

Proof. Decomposing f, g according to the Efron-Stein decomposition over (Σn, µ⊗n) as f =
∑
S

f=S and

g =
∑
S

g=S , we get that

〈f,T⊗ng〉 =
∑
S,Q

〈f=S ,T⊗ng=Q〉 =
∑
S

〈f=S ,T⊗ng=S〉 = αβ +
∑
S 6=∅

〈f=S ,T⊗ng=S〉.
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The contribution from |S| 6 d is at most∑
0<|S|6d

∣∣〈f=S ,T⊗ng=S〉
∣∣ 6 ∑

0<|S|6d

‖f=S‖2‖T⊗ng=S‖2 6
∑

0<|S|6d

‖f=S‖2‖g=S‖2

6
√
W6d[f − α]W6d[g − β]

6
αβ

10
.

For |S| > d, we have that

‖T⊗ng=S‖2 6 λ2(T)|S|‖g=S‖2 6 (1− Ωq(1))d‖g=S‖2 6
αβ

100
‖g=S‖2

for d chosen suitably as in the statement. Thus, the contribution from |S| > d is at most∑
|S|>d

∣∣〈f=S ,T⊗ng=S〉
∣∣ 6 ∑

|S|>d

‖f=S‖2‖T⊗ng=S‖2 6
αβ

100

∑
0<|S|6d

‖f=S‖2‖g=S‖2 6
αβ

100
.

Combining, we get that

∣∣∣∣∣ ∑S 6=∅〈f=S ,T⊗ng=S〉

∣∣∣∣∣ 6 αβ
5 , and so 〈f,T⊗ng〉 > 4

5αβ.

2.3 Random Restrictions

We will make heavy use of random restrictions. Formally, given a function f : (Σn, µ⊗n)→ C, a restriction
of it amounts to choosing I ⊆ [n] a set of variables to remain alive and a setting y ∈ ΣI for the rest of the
variables. In that case, one gets the restricted function fI→y : ΣI → C defined as

fI→y(z) = f(xI = z, xĪ = y),

where (xI = z, xI = y) is the point in Σn whose I-coordinates are filled according to z, and whose
Ī-coordinates are filled according to y.

A random restriction amounts to choosing either I , y or both randomly. Fixing I , a random restriction
could mean that the setting of y is chosen according to µI . Otherwise, we will have a probability parameter
q ∈ (0, 1), in which case we choose I ⊆ [n] randomly by including each i ∈ [n] in it with probability q
independently, and then choose y ∼ µI . Whenever we apply random restrictions, it will always be clear
from context which variant we are using.

The following simple lemma asserts that if a function f is such that f − E[f ] has significant weight on
the low-degrees, then we can find a restriction that leaves a considerable fraction of the variables alive and
has significantly larger average than that of f . This will be very useful for us in the density increment as
it will tell us that once we find significant weight on the low-levels, we can automatically convert it to a
density bump.

Lemma 2.4. There exists c > 0 such that the following holds. Suppose that f : (Σn, µ⊗n) → {0, 1} is a
function such that W6d[f −E[f ]] > ξ where ξ > 0 and d ∈ N satisfy that ξ > 2−c

n
d2 . Then there is I ⊆ [n]

of size at least 1
2dn and y ∈ ΣI such that E[fI→y] > E[f ] + ξ

4e .
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Proof. Denote α = E[f ]. Choose a random restriction (I, y) by including each i ∈ [n] in I with probability
1/d and sampling y ∼ µI , and define the random variable ZI,y = E[fI→y]. Then

E
I,y

[Z2
I,y] = E

I

 E
y∼µI

(∑
S

f=S(y)1S⊆I

)2
 = E

I

[∑
S

‖f=S‖221S⊆I

]
> α2 +

1

e

∑
16|S|6d

‖f=S‖22,

which is at least α2 + 1
eξ. Here, we used the fact that for each S of size at most d, the probability that S is

contained in I is at least 1/e. It follows from an averaging argument that with probability at least ξ/2e over
the choice of y, I we have Z2

I,y > α2 + 1
2eξ. As |I| > 1

2dn with probability at least 1 − 2−Ω(n/d2), we get
that with probability at least ξ

2e − 2−Ω(n/d2) > ξ
4e both events hold, and we have

ZI,y >

√
α2 +

1

2e
ξ > α

√
1 +

ξ

2eα2
> α

(
1 +

ξ

4eα

)
.

The next lemma is very similar to the previous one, except that it applies to complex valued functions
and the goal in it is to show that a function with significant weight on the low-levels becomes somewhat
biased after a random restriction. It will be helpful for us whenever we try to get rid of low-degree functions
L so as to get correlations with product functions, as explained in the introduction.

Lemma 2.5. There exists c > 0 such that the following holds. Suppose that g : (Σn, µ⊗n) → C is a 1-
bounded function such that W6d[g] > ξ. Then choosing (I, y) a random restriction leaving n/2d of the
variables alive, we have that

Pr
I,y

[∣∣∣E[gI→y]
∣∣∣ >√ξ/2e] > ξ

2e
.

Proof. Define the random variable ZI,y = E[fI→y], and note that

E
I,y

[|ZI,y|2] = E
I

 E
y∼µI

∣∣∣∣∣∣
∑
S 6=∅

g=S(y)1S⊆I

∣∣∣∣∣∣
2 = E

I

[∑
S

‖g=S‖221S⊆I

]
>

1

e

∑
06|S|6d

‖f=S‖22 >
ξ

e
.

As |ZI,y| 6 1 always, it follows that with probability at least ξ
2e we have |ZI,y| >

√
ξ
2e .

2.4 The CSP Stability Result

Lastly, we need the following stability result from [4] discussed in the introduction; below is a formal
statement.

Theorem 2.6. For all m ∈ N, α > 0 and ε > 0, there exists d ∈ N and δ > 0 such that the following holds.
Suppose that µ is a distribution over Σ× Γ× Φ such that (1) the probability of each atom is at least α, (2)
the size of each one of Σ,Γ,Φ is at most m, (3) supp(µ) is pairwise connected, and (4) µ does not admit
non-trivial Abelian embeddings into (Z,+).

Then, if f : Σn → C, g : Γn → C, h : Φn → C are 1-bounded functions such that∣∣∣∣∣ E
(x,y,z)∼µ⊗n

[f(x)g(y)h(z)]

∣∣∣∣∣ > ε,
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then there are 1-bounded functions u1, . . . , un : Σ→ C and a function L : Σn → C of degree at most d and
2-norm at most 1 such that ∣∣∣∣∣ E

x∼µ⊗nx

[
f(x) · L(x)

n∏
i=1

ui(xi)

]∣∣∣∣∣ > δ.

Furthermore, there are r ∈ N and Abelian group (H,+) of size at most r depending only on m, an Abelian
embedding (σ, γ, φ) of µ into H and characters χ1, . . . , χn ∈ Ĥ such that ui(xi) = χi(σ(xi)).

Quantitatively, one may take

d = polym,α(1/ε), δ = 2−polym,α(1/ε).

2.5 Classes of Functions

In this section we discuss product functions f(x1, . . . , xn), which are functions that can be written as a
product of functions of absolute value 1 of the individual coordinates.

Definition 2.7. For an Abelian group (H,+), a function f : Σn → C is called a product function over H if
there are 1-bounded functions f1, . . . , fn : Σ→ {a ∈ C | a|H| = 1} and a constant c ∈ C of absolute value
1 such that

f(x) = c

n∏
i=1

fi(xi).

We denote the set of product functions over (H,+) with n-variables and alphabet Σ by P(H,n,Σ).

Often times, the alphabet Σ will be clear from context, and we will drop it from the notation and denote
the above by P(H,n); we also denote by P(H) the union of all these collections. It is clear that the class
P(H) is closed under restrictions.

2.6 Specialized Changes of Basis, Restricting the z-part and Closure Properties

We will need to consider special type of changes of basis, defined below.

Definition 2.8. Let n′ < n be integers. An n′-special basis for Fnp is a basis v1, . . . , vn′ , u1, . . . , un−n′ in
which v1, . . . , vn′ have disjoint supports, and in their support the value of each coordinate is 1.

Definition 2.9. Let n′ < n be integers, f : Fnp → C be a function and let v1, . . . , vn′ , u1, . . . , un−n′ be an
n′-special basis for Fnp . We denote

M~u,~v(x1, . . . , xn′ , z1, . . . , zn−n′) =

n′∑
i=1

xivi +

n−n′∑
i=1

ziui

the corresponding change of basis transformation, and define the basis changed function f ]~u,~v : Fnp → C as

f ]~u,~v(x1, . . . , xn′ , z1, . . . , zn−n′) = f
(
M~u,~v(x1, . . . , xn′ , z1, . . . , zn−n′)

)
.

We often remove the v, u subscript whenever the specialized basis v and u is clear from context. In con-
junction to making a specialized change of basis, a key operation that we will often consider is restricting the
z part of it. We refer to this operation as “specialized change of basis and restricting the z-part” henceforth.

A close inspection shows that the class P(H) is also closed under specialized changes of basis and
restricting the z-part, and we will use this fact numerous times. For the sake of completeness, we include a
proof of this fact below.
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Claim 2.10. Let (H,+) be an Abelian group. Then the class P(H) is closed under specialized changes of
basis and restricting the z-part.

Proof. Let P ∈ P(Fp, H, n), let v1, . . . , vn′ , u1, . . . , un−n′ be a specialized basis and let M~v,~u be the

corresponding change of basis transformation. Write P (x) =
n∏
i=1

fi(xi) and denote w = M~v,~u(x, z).

For j = 1, . . . , n′ and i ∈ supp(vj) we have that wi = xj +Li(z) where Li(z) is a linear function of z. For
i 6∈
⋃
j supp(vj), we have that wi = Li(z) where again Li(z) is a linear function of z. It follows that

(P ◦M~v,~u)(x, z) = P (w) =

n′∏
i=1

fi(xji + Li(z)) · C(z),

where ji is the unique j such that i ∈ supp(vj), and C(z) is a complex number depending only on z. It
follows that

(P ◦M~v,~u)|[n]\[n′]→z(x) = C(z)
n′∏
j=1

fj(xj)

where fj(xj) =
∏

i∈supp(vj)

fi(xji + Li(z)), so (P ◦M~v,~u)|[n]\[n′]→z ∈ P(Fp, H, n′).

Another important property of specialized changes of basis that we need is that, after restricting the
z-part, they preserve functions that are restricted 3-AP free.

Claim 2.11. Let p be a prime, let 1 < n′ < n, and let f : Fnp → {0, 1} be a restricted 3-AP free function.
Then for every n′-specialized basis v1, . . . , vn′ , u1, . . . , un−n′ , looking at the function f ]~u,~v from Defini-

tion 2.9, it holds that for all z ∈ Fn−n′p , (f ]~u,~v)[n]\[n′]→z is a restricted 3-AP free function.

Proof. Suppose that this is not the case. Then there are x, z and a ∈ {0, 1}n′ not identically 0 such that
f ]~u,~v(x, z) = f ]~u,~v(x + a, z) = f ]~u,~v(x + 2a, z) = 1, which gives the following restricted 3-AP in f :

x′, x′ + a′, x′ + 2a′ where x′ =
n′∑
i=1

xivi +
n−n′∑
i=1

ziui and a′ =
n′∑
i=1

aivi ∈ {0, 1}n \ {0}.

3 Density Increment Tools

In this section we present some tools that will help us in the density increment argument. Specifically, in
our case we will have a function f : Fnp → {0, 1} such that for f̃ = f − E[f ] it holds that∣∣∣∣Ex,a[f̃(x)f(x+ a)f(x+ 2a)]

∣∣∣∣ > ε. (3)

From this fact, we wish to conclude from that after some operations (which for us will be restrictions and
changes of basis), we can find a function g : Fn′p → {0, 1} such that:

1. E[g] > E[f ] + Ωε(1)

2. If f is restricted 3-AP free, then g is restricted 3-AP free.

3. n′ is not too much smaller than n.

Towards this end, Theorem 2.6 gives some explanation to why this is the case, asserting that f̃ is correlated
with a function of the form P (x) · L(x) where P ∈ P(H) and L is a low-degree function. In this section,
we develop tools that convert such information into a density increment from f as described above.

11



High level idea, ignoring the low-degree part. Ignoring the high-degree part, the basic idea is to partition
the space Fnp into parts on which the function P is constant. Given such partition, the fact that f is correlated
with P says that the average of f cannot be the same on all parts, and therefore there must be some variance
in it. In particular, there must be significant number of parts where the density of f noticeably increases,
hence we get a density increment for f satisfying the first and third item above. To get the second property,
however, we need to chosen a partition that interacts well with the problem in hand. In the standard 3-AP
free set problem, it suffices that the partition would be into subspaces. However, in our case of restricted
3-AP free sets, more careful structure is needed in order to preserve the property of restricted differences.

This is the point in the argument where specialized changes of basis enter. If v1, . . . , vn′ , u1, . . . , un−n′

is a specialized basis as in Definition 2.9, then any tuple of points of the form
∑
i
xivi +

∑
j
zjuj ,

n′∑
i=1

(xi +

ai)vi +
n−n′∑
j=1

zjuj and
n′∑
i=1

(xi + 2ai)vi +
n−n′∑
j=1

zjuj where ai ∈ {0, 1, 2} for all i is a restricted 3-AP. Thus,

we can consider the partition of Fnp induced by the affine subspaces {Wz}z∈Fn−n′p
where Wz is defined as

Wz =


n′∑
i=1

xivi +

n−n′∑
j=1

zjuj

∣∣∣∣∣∣x1, . . . , xn′ ∈ Fp

 .

The restriction of f to each Wz can be viewed as a function on Fn′p which is restricted 3-AP free (if f
is restricted 3-AP) free. Thus, specialized changes of basis will give us the type of partitions we need
to facilitate a density increment argument. To carry our argument, though, we will need to robustify the
correlation between f and P . By that, we mean that the restrictions of f and P to Wz where z is chosen
randomly remain correlated with probability close to 1, and in Lemma 3.2 we show that this is achievable.

Re-introducing the low-degree part. In our setting though, we have to also address the low-degree part
and to handle them we first apply random restrictions. Roughly speaking, we show that if f is correlated
with P ·L, then after a suitable random restriction, with noticeable probability f is correlated with P ′, where
P ′ is a restriction of P , and then use the above idea. A subtle point one always has to keep in mind is that
we never wish the density of f to drop by too much as a result of a random restriction – indeed we want
it to roughly be the same, so that using the above idea we will eventually get a density increment. This is
easy to handle, as we show that if the density of f noticeably drops with significant probability as a result
of a random restriction, then it must be the case that its density also noticeably increases with significant
probability, in which case we are automatically done finding a density increment.

3.1 Random Restrictions and Correlations

The following lemma asserts that if f is correlated with a function of the form P ·L where ‖L‖2 6 1 and L
is a low-degree function, then after random restriction f is correlated with P ′ where P ′ is a restriction of P .

Lemma 3.1. Suppose that f : (Σn, µ⊗n)→ C is 1-bounded, P ∈ P(H,n,Σ) and L : Σn → C has degree
at most d and 2-norm at most 1. If |〈f, P · L〉| > δ, then taking (I, y) a random restriction that fixes a
coordinate with probability 1− 1/2d, with probability at least δ

2

2e , we have that

|〈fI→y, P |I→y〉| >
δ√
2e
.
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Proof. We have

δ 6
∣∣〈fP , L〉∣∣ =

∣∣∣〈(fP )6d, L〉
∣∣∣ 6 ‖(fP )6d‖2‖L‖2 6 ‖(fP )6d‖2

where we used Cauchy-Schwarz and the fact that the 2-norm of L is at most 1. Thus, W6d[fP ] > δ2. Using
Lemma 2.5 now we get that choosing a random restriction as in the statement of the lemma, with probability
at least δ

2

2e we have that
δ√
2e

6
∣∣∣E[fI→yP |I→y]

∣∣∣ =
∣∣∣〈fI→y, P |I→y〉∣∣∣ .

3.2 Robustifying Correlations

To facilitate a density increment argument, we need to robustify the correlation of f with P , and in fact the
robustification we need is with respect to a somewhat more complicated 2-step random restriction process.
In the most simplistic form of robustifying correlations (which is insufficient for our purposes), one wants the
correlation |〈f, P 〉| to almost always remain bounded away from 0 under applications random restrictions.
Indeed, such robustification is possible to achieve by passing to restrictions of f and P so long as one can
increase the correlation by doing so. The idea is that if we have functions f , P for which the correlation
of random restriction drops to be close to 0 with noticeable probability, then with noticeable probability the
correlation of random restrictions must also increase by a significant amount.

The more complicated form of robustification that we need proceeds as follows: one first applies any
specialized change of basis, then restricts the z-part according to some setting z randomly. After that, a
large set of coordinates Iz is chosen out of the live variables by an adversary, and then the variables outside
Iz are fixed randomly according to z′. The notion of robust correlation we need asserts that, even after such
restriction process, except for small probability, the correlation between the restrictions of f and P is still
noticeable. Below is a formal statement.

Lemma 3.2. For all p > 3 prime, r ∈ N, ε > 0 and δ > 0, there are β0 and γ > 0 such that the following
holds for all 0 < β 6 β0. Let (H,+) be a finite Abelian group of size at most r, let f : (Fnp , µ⊗n)→ [−1, 1]
be a function where µ is the uniform distribution over Fp, let P ∈ P(H,n,Fp) and suppose that |〈f, P 〉| >
ε.

Then at least one of the following cases holds:

1. Density bump: there is n′ > γn and f ′ : Fn′p → [−1, 1] which is the result of a sequence of restrictions,
and specialized changes of basis + restricting the z-part on f , such that E[f ′] > E[f ] + β.

2. There is n′ > γn, a function f ′ : Fn′p → [−1, 1] and P ′ ∈ P(H,n′,Fp), which are the result of a
sequence of restrictions and specialized changes of basis + restricting the z-part on f and P , such
that

(a) For all n′′ > n′/r10p, for all n′′-special basis and v1, . . . , vn′′ , u1, . . . , un′−n′′ , letting M~u,~v be
the basis change transformation and looking at f ′] = f ′ ◦M~u,~v and P ′] = P ′ ◦M~u,~v,

Pr
z∼µn′−n′′

z′∼µn′′

∃Iz ⊆ [n′] \ [n′ − n′′], |Iz| > p−100rn′′,

∣∣∣∣∣∣〈f ′][n′−n′′]→zĪz→z′Īz

, P ′]
[n′−n′′]→z
Īz→z′Īz

〉

∣∣∣∣∣∣ 6 ε

2

 6 δ.

(b) The average of f ′ is almost as large as of f : E[f ′] > E[f ]−
√
β.
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Quantitatively, one can take

γ =
(
p−100rr−10p

) 4
δε , β0 =

(
εδ

8

) 40
δε

.

Proof. First, we pick parameters

N =
4

δε
, β0 =

(
εδ

8

)10N

, γ =
(
p−100rr−10p

)N
If the first bullet holds for γ then we are done, so assume otherwise. Henceforth 0 < β 6 β0. We prove that
then the second bullet holds. The argument will be iterative, and we will construct a sequence of functions
f1, . . . , fm where fj+1 is a result of restrictions and specialized changes of basis + restricting the z part
applied on fj , as well as functions P1, . . . , Pm where Pj+1 is a result of restrictions and specialized changes
of basis + restricting the z part applied on Pj . Our iterative process starts with f1 = f and P1 = P . We
show that if fj , Pj violate the second bullet, then we may construct from them fj+1 and Pj+1 such that
E[fj+1] > E[f ] − β1−2j/N and |〈fj+1, Pj+1〉| > |〈fj , Pj〉| + j εδ4 . As |〈fj+1, Pj+1〉| 6 1 always, the
process must terminate after at most N steps.

Suppose we have fj , Pj that violate the second bullet, let nj be the number of variables, and take
n′′ > r−10pmnj for which the condition is violated. Thus, we may find an n′′-specialized change of basis
v1, . . . , vn′′ and u1, . . . , unj−n′′ for which the second item fails, and we denote f ]j = fj ◦M~u,~v and P ]j =

Pj ◦M~u,~v, as well as n′′′ = p−100rn′′. We say z ∈ Fn′−n′′p is bad if there exists Iz such that in the event in
the second item holds. For each bad z we fix Iz as therein. If z is not bad, we set Iz = ∅.

Note that E[f ]j ] = E[fj ] > E[f ]− β1−2j/N . Further note that

E
z∼µnj−n

′′
,z′∼µn′′

E[f ′]
[nj−n′′]→z
Īz→z′Īz

]

 = E
z∼µnj−n

′′

[
E[f ′][nj−n′′]→z]

]
= E[f ]j ] > E[f ]− β1−2j/N .

Let E1 be the event that E[fj
]
[nj−n′′]→z
Īz→z′Īz

] 6 E[f ] − β1−2(j+1)/N . If E[fj
]
[nj−n′′]→z
Īz→z′Īz

] > E[f ] + β for some z

and z′, then we are done as we found a function as in the first item. Thus, we assume henceforth that there
are no such z, z′.

By Markov’s inequality

Pr [E1] = Pr
z,z′

E[f ] + β − E[fj
]
[n′−n′′]→z
Īz→z′Īz

] > β + β1−2(j+1)/N

 6
β + β1−2j/N

β + β1−2(j+1)/N
6 2β2/N .

Next, consider the random variable Yz,z′ = 〈fj][n′−n′′]→z
Īz→z′Īz

, Pj
]
[n′−n′′]→z
Īz→z′Īz

〉, and letE2 be the event that
∣∣Yz,z′∣∣ >

|〈fj , Pj〉|+ εδ
4 . We note that

E
z,z′

[∣∣Yz,z′∣∣] > ∣∣∣∣ E
z,z′

[
Yz,z′

]∣∣∣∣ = |〈fj , Pj〉| .

As |〈fj , Pj〉| > ε and by assumption
∣∣Yz,z′∣∣ 6 ε/2 with probability at least δ, it follows that

∣∣Yz,z′∣∣ >
|〈fj , gj〉|+ εδ

4 with probability at least εδ4 . Thus, Pr [E2] > εδ
4 .
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We get that Pr
[
E1 ∩ E2

]
> εδ

4 − 2β2/N > 0, and so we may find z, z′ for which both E1 and E2 hold,
and these z, z′ give us fj+1 = fj

]
[nj−n′′]→z
Īz→z′Īz

and Pj+1 = Pj
]
[nj−n′′]→z
Īz→z′Īz

as required.

4 Proof of Main Results

With the density increment tools in hand, we can now establish the basic density increment lemma. Through-
out this section, µ is the distribution of (x, x + a, x + 2a) where x ∼ Fp and a ∼ {0, 1, 2} are sampled
uniformly and independently. We begin with a few basic properties of µ.

The first claim asserts that µ is pairwise connected, and here we use the fact that p is a prime.

Claim 4.1. If p is prime, then µ is pairwise connected.

Proof. For a ∈ {1, 2}, consider the bipartite graphs Ga = (Fp × {L,R}, Ea) where

Ea = {((x, L), (y,R)) |x = y or y = x+ a} .

Note that the fact that µ is pairwise connected is equivalent to the fact that the graphsGa are connected. The
fact that Ga is connected follows since each a ∈ {1, 2} generates Fp by the operation of addition (as they
are both invertible under multiplication in Fp).

Next, we show that µ does not admit any non-trivial Abelian embeddings into (Z,+). This is the part of
the proof where we need the common difference to be from {0, 1, 2}n (as opposed to be from {0, 1}n).

Claim 4.2. The distribution µ admit no non-trivial Abelian embeddings into (Z,+).

Proof. Suppose that σ : Fp → Z, γ : Fp → Z and φ : Fp → Z form an Abelian embedding of µ into (Z,+).
Then for all x ∈ Fp we have that (x, x+1, x+2), (x, x, x) ∈ supp(µ) and so σ(x)+γ(x+1)+φ(x+2) =
0 = σ(x) + γ(x) + φ(x). Hence, denoting ∂aσ(x) = σ(x + a) − σ(x) and similarly for φ, we get that
∂1γ(x) + ∂2φ(x) = 0.

Also, we have that (x−2, x−1, x), (x−2, x, x+ 2) ∈ supp(µ) for all x ∈ Fp, hence σ(x−2) +γ(x−
1) + φ(x) = 0 = σ(x− 2) + γ(x) + φ(x+ 2). rearranging gets ∂1γ(x− 1) + ∂2φ(x) = 0.

Combining the two equations, we get that ∂1γ(x) = ∂1γ(x − 1), hence ∂1γ(x) is a constant function.
Noting that

∑
x∈Fp ∂1γ(x) = 0, we get that ∂1γ(x) ≡ 0, and so γ is constant.

We conclude that ∂2φ(x) = 0, so φ(x + 2) = φ(x) for all x. As p is prime it follows that φ is also a
constant function, and thus σ is also constant function.

We conclude that each one of σ, γ and φ is constant, hence µ admit no non-trivial Abelian embeddings
into (Z,+).

We also need the following auxiliary straightforward fact.

Fact 4.3. Let (H,+) be an Abelian group of size r, and let h : Σ→ {a | ar = 1}. Then hr ≡ 1.

4.1 The Basic Density Increment Argument

In the next lemma we combine Theorem 2.6 and Lemma 3.2 to conclude a basic density increment argument,
asserting that if f : Fnp → {0, 1} is restricted 3-AP free function of density α, then we may find a restricted
3-AP function f : Fn′p → {0, 1} with significantly larger density and n′ > γ(α)n.
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Lemma 4.4. For all α > 0 there is α′ > 0 and γ > 0 such that the following holds. Suppose f : Fnp →
{0, 1} is a function with average α that is restricted 3-AP free. Then there exists n′ > γn and g : Fn′p →
{0, 1} which is restricted 3-AP free and E[g] > α+ α′.

Quantitatively, we have α′ = γ > exp(−Cexp(1/αC)) where C = C(p) > 0 is a constant depending
only on p.

Proof. Let f : Fnp → {0, 1} be the indicator function of A. As A is restricted 3-AP free it follows that the
only triplets x, x + a and x + 2a in A where x ∈ Fnp and a ∈ {0, 1, 2}n are such that a = ~0 and x ∈ A,
hence

E
x∈Fnp ,a∈{0,1,2}n

[f(x)f(x+ a)f(x+ 2a)] = 3−nα.

Consider the expectation W = Ex∈Fnp ,a∈{0,1,2}n [f(x+ a)f(x+ 2a)]. If W 6 α2/100, then by Lemma 2.3
for d = Op(log(1/α)) we have that W6d[f −α] > Ω(α4). By Lemma 2.4 it follows that there is I of size at
least n/2d and a restriction y ∈ FIp such that E[fI→y] > α+ Ω(α4), and we found a restriction as required
in the statement of the lemma.

We henceforth assume that W > α2/100. Thus,∣∣∣∣∣ E
x∈Fnp ,a∈{0,1,2}n

[(f(x)− α)f(x+ a)f(x+ 2a)]

∣∣∣∣∣ =
∣∣3−nα− αW ∣∣ > α3/200. (4)

By Claim 4.1 the distribution µ is pairwise connected and by Claim 4.2 it doesn’t admit any non-trivial
(Z,+) embeddings, so we may apply Theorem 2.6. Let r and (H,+) be from that theorem (that only
depends on p); without loss of generality we assume that |H| = r, otherwise we decrease r. We take D and
δ > 0 from Theorem 2.6 for ε = α3

200 . Thus, by (4) it follows that there is P ∈ P(H,n,Fp) and L : Σn → C
of degree at most D and 2-norm at most 1 such that |〈f − α, P · L〉| > δ. Denote f̃ = f − α.

Take β0 and γ from Theorem 3.2 for the parameters r and the parameters “ε” there being ε′ = δ/
√

2e

and “δ” there being both equal to p−10r/10r. Let η = min(
β2

0
1000 ,

δ100

100 ), and let (I, y) be a 1/2d random
restriction according to µ. Let E be the event that E[fI→y] 6 α− η. If Pr [E] > η, then

Pr
[
E[fI→y] > α+ η2/2

]
>
η2

2
,

and we may find a restriction as needed in the lemma. Henceforth, we assume that Pr [E] 6 η. By
Lemma 3.1 we get that

∣∣∣〈f̃I→y, PI→y〉∣∣∣ > δ√
2e

with probability at least δ
2

2e , and it follows that with proba-

bility at least δ
2

2e − η > δ2

4e we have that (I, y) satisfies that∣∣∣〈f̃I→y, PI→y〉∣∣∣ > ε′, E[fI→y] > α− η.

Thus, we may find I of size at least n/2D and y satisfying both of these conditions. We denote f ′ = fI→y,
P ′ = PI→y, n′ = |I| and f̃ ′ = f̃I→y. Thus, we get that∣∣〈f ′, P ′〉∣∣ > ε′, E[f̃ ′] > −η. (5)

We now apply Lemma 3.2 on f̃ ′ and P ′ and β = min(β2
0/100, 2η), and there are two cases depending

on which of the items therein holds.
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The case the first item holds. If the first item holds, then we may find f ] which is a result of applying
specialized changes of basis and restrictions of the z part on f̃ ′ such that E[f ]] > E[f̃ ′] +β > β−η > β/2,
and so g = α+ f̃ ′ is a result of applying specialized changes of basis and restrictions of the z part on f , and
E[g] > α+ β/2. It follows by Claim 2.11 that g is a function as required in the statement of the lemma.

The case the second item holds. If the second item holds, then we may find f ] and P ] which are a
result of applying specialized changes of basis and restrictions of the z part on f̃ ′ and P ′, so that E[f ]] >
E[f̃ ′]−

√
β > −3

√
η and the second item therein holds. Denote the number of variables depend on by n],

so that n] > γn. As P(H,n,Fp) is closed under specialized changes it follows that P ] ∈ P(H,n],Fp),
and so we may write (note that we may assume the constant to be 1, as otherwise we may multiply by its
complex conjugate and get that the absolute value of the correlation with f remains the same)

P ](x) =
n]∏
i=1

hi(xi)

where hi : Σ → {a | ar = 1}. The total number of distinct tuples hi’s is pr, hence by the pigeonhole
principle we may find h such that hi = h for at least n′ = n]

pr of the coordinates, and we let this set of
coordinates be denoted by R. Without loss of generality we assume that |R| is divisible by r, as otherwise
we may drop from it at most r−1 elements to make it divisible by r. Also, without loss of generality assume
that R = [n′].

Next, we set up a specialized change of basis. Towards this end, we partitionR intoR1, . . . , Rn′/r where
each set is of size precisely r, and choose for each i = 1, . . . , n′/r a vector vi = 1Ri ∈ {0, 1}n

]
, and then

complete {v1, . . . , vn′/r} into a basis of Fn]p by adding vectors u1, . . . , un]−n′/r. Denote J = [n]] \ [n′/r],
and write w = M~u,~v(x, z) where M~u,~v is the specialized change of basis matrix corresponding to the basis

~u,~v we constructed. We are going to randomly restrict the z part according to z ∼ Fn
]−n′/r
p , and towards

that end we first note that for i = 1, . . . , n′, we have that wi = xj +Hi(z) where j is the unique index such
that i ∈ Rj , and Hi(z) is a linear function in the z’s. We say j ∈ [n′/r] is good if, for our choice of z, it
holds that Hi(z) = 0 for all i ∈ Rj . Note that for each j, the probability that j is good under the choice of
z is at least p−r, and so the expectation of the number of good j’s is at least p−r n

′

r . Thus, by an averaging
argument the probability that the number of good j’s is at least p

−r

2
n′

r is at least p−r/2, and we denote this
event by E. For each z we choose the set Iz = ∪j goodRj .

We now choose z ∼ Fn]−n′p and z′ ∼ Fn′p . Using the second item of Theorem 3.2 now with the choice
of Iz , we get that ∣∣∣∣∣〈f ] ◦M~u,~v| J→z

Iz→z′
Iz

, P ] ◦M~u,~v| J→z
Iz→z′

Iz

〉

∣∣∣∣∣ > ε′

2
(6)

with probability at least 1− p−10r

10r . Thus, with probability at least 1− p−5r
√

10r
over z, we have that

Pr
z′

[(6) holds] > 1− p−5r

√
10r

. (7)

As the probability of E is at least p−r/2, we get that with probability at least p−r/2− p−5r
√

10r
> p−r/4 both

E and (7) hold. We call such z good.
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If E[f ] ◦M~u,~v|J→z] > η, then we can take g = α+ f ] ◦M~u,~v|J→z and get that g is 0, 1 valued function
which is restricted 3-AP free, and E[g] > α+ η as required in the statement of the lemma. We thus assume
that E[f ] ◦M~u,~v|J→z] 6 η always. By Markov’s inequality we thus get that

Pr
z

[
E[f ] ◦M~u,~v|J→z] 6 −η1/4

]
= Pr

z

[
η − E[f ] ◦M~u,~v|J→z] 6 η + η1/4

]
6

Ez
[
η − E[f ] ◦M~u,~v|J→z]

]
η + η1/4

=
η − E[f ]]

η + η1/4

6
4
√
η

η1/4

= 4η1/4.

Hence, with probability at least p−r/4 − 4η1/4 > p−r/8 we have that z satisfies the event E, the inequal-
ity (7) holds and E[f ] ◦M~u,~v|J→z] > −η1/4. We call such z excellent.

Let z be excellent, and let z′ ∈ Fn′p . If E[f ] ◦M~u,~v| J→z
Iz→z′

Iz

] > η then we are similarly done, hence we

assume that E[f ] ◦M~u,~v| J→z
Iz→z′

Iz

] 6 η. By Markov’s inequality

Pr
z′

[
E[f ] ◦M~u,~v| J→z

Iz→z′
Iz

] 6 −η1/8

]
6

Ez′ [η − E[f ] ◦M~u,~v| J→z
Iz→z′

Iz

]]

η + η1/8
=
η − E[f ] ◦M~u,~v|J→z]

η + η1/8

6
η + η1/4

η + η1/8
,

which is at most 2η1/8. Thus, with probability at least 1− p−5r
√

10r
− 2η1/8 > 1/2 we have that z′ satisfies (6)

and E[f ] ◦M~u,~v| J→z
Iz→z′

Iz

] 6 −η1/8.

Overall, we get that with probability at least p−r

8 ·
1
2 we have that z is excellent, (6) holds and E[f ] ◦

M~u,~v| J→z
Iz→z′

Iz

] > −η1/8. We fix such z and z′. We inspect P ] ◦M~u,~v| J→z
Iz→z′

Iz

and see that it is constant.

Indeed, its value on an input x is P ](w) where w = M~u,~v(x, z
′, z). On coordinates i ∈ J or i 6∈ Iz the value

of wi depends only on z and z′ by construction and hence is fixed, and on coordinates i ∈ Iz the value of wi
is xj where j is the unique index such that i ∈ Rj . It follows that

P ](w) = C(z, z′)
∏
i∈Iz

h(wi) = C(z, z′)
∏
j good

∏
i∈Rj

h(xj) = C(z, z′)
∏
j good

h(xj)
|Rj | = C(z, z′),

where the last transition follows as |Rj | = r and by Fact 4.3. Here, C(z, z′) is a complex number of absolute

value 1 depending only on z, z′. Thus, the fact that (6) holds means that

∣∣∣∣∣E[f ] ◦M~u,~v| J→z
Iz→z′

Iz

]

∣∣∣∣∣ > ε′/2. As

we know that E[f ] ◦ M~u,~v| J→z
Iz→z′

Iz

] > −η1/8 and η1/8 < ε′/2 by choice of parameters, it follows that

E[f ] ◦M~u,~v| J→z
Iz→z′

Iz

] > ε′/2. Thus, g = α+f ] ◦M~u,~v| J→z
Iz→z′

Iz

is a Boolean function which is restricted 3-AP

free, and E[g] > α+ ε′, and the proof is concluded.
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4.2 Iterating the Density Increment Argument

We are now ready to prove Theorem 1.1, which clearly follows from Theorme 4.5 below.

Theorem 4.5. For all p there is C = C(p) > 0 such that for all α > 0 there is N = exp(exp(exp(C/αC))
such that the following holds for n > N . If f : Fnp → {0, 1} is a function with average α, then f contains a
restricted 3-AP.

Proof. Assume that this is not the case; then by Lemma 4.4 we may find a function f1 on n1 > γn coordi-
nates which also does not contain restricted 3-APs and E[f1] > α+α′, where γ and α′ are from Lemma 4.4.
We now iterate this, and note after at most 1/α′ times, we get a function f̃ with average at least 0.99 on
ñ > γ1/α′n coordinates which is restricted 3-AP free. As n > N we get that ñ > 10, hence it follows from
the union bound that f̃ contains at least 0.97 > 2−10 of the tuples (x, x + a, x + 2a) where x ∼ Fñp and
a ∼ {0, 1, 2}ñ. In particular, f̃ is not restricted 3-AP free, and contradiction.
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